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1. Introduction

Port aggregation refers to the process of bondirmgar more Ethernet ports together to
create a single virtual network interface. All {gobonded together using port
aggregation are given the same Media Access CdMA&C) address, and they therefore
are treated by remote servers as a single port.

There are two primary reasons for using port bogdin
» ltincreases the link throughput beyond the thrgugltapable by any single port
* It provides redundancy in case any single porsfail

This paper will give configuration guidelines fatsng up port aggregation using a
Cisco switch. Setting up port aggregation requiaiguration on both the server side
and the switch side. If incompatible settingsaresen on each side, performance will
suffer. However, most of the available informat@mmport aggregation is specific to
either the server or the switch. The goal of #rigle is to fill in this gap by providing
several examples of recommended configurationbdtr the server and the switch.

Because of the many variations that exist in thigaration steps for different models
of switches and operating systems, it is not péssthprovide a single set of
configuration steps that covers all scenariostebld this paper will provide
configuration guidelines for connecting a CiscodBadt 6513 switch to servers running
the IBM® AIX® operating system (version 5.2 or lgtand performance measurements
for a variety of configuration settings.

We will focus on two widely used port aggregatiootpcols. The first is the Link
Aggregation Control Protocol (LACP), which is basedthe IEEE 802.3ad standard.
The second is the Port Aggregation Protocol (PAgR)isco-proprietary protocol that
can be run only on Cisco switches and on switcakessed by licensed vendors. We will
also cover an additional method for setting up pggregation that uses neither of these
protocols.

All of our experiments were done on small clusfgypically two machines), and in all
cases the port aggregation was created from twis parthe server.

2. Terminology

Terminology relating to port aggregation can befgsimg, particularly since terms are
not used consistently in the product documentdtiam different manufacturers, and in
some cases are not used consistently even withiddbumentation for a single product.
This section describes terms and definitions ag éine used in this paper.



port aggregation: The general concept of bonding two or more Etbeadapters
together to create a single virtual network inteefaregardless of the protocol
used.

bonding: Port aggregation on Linux® platforms.

channel: A synonym for port aggregation.

Link Aggregation Control Protocol (LACP): A non-proprietary protocol for port
aggregation defined in IEEE 802.3ad. Also refetceds the IEEE 802.3ad or
802.3ad protocol. On the AIX platform, the modattborresponds to this
protocol is called “8023ad LACP”; on the Linux gaim it is called “802.3ad”.
802.3ad Link Aggregation (Link Aggregation): A port aggregation created using
the LACP protocol.

Port Aggregation Protocol (PAgP): A Cisco-proprietary protocol for port
aggregation. If the PAgP protocol is specifiedha switch, then a non-LACP
mode must be specified on the server for the AIK pggregation or Linux bond
policy.

EtherChannel: In AIX documentation, this term is generally usedefer to any
non-LACP port aggregation. We use this term inAb¢ sense to refer to a port
aggregation created using a protocol other than RAG using no protocol at all.
(In Cisco documentation, by contrast, this termsed to refer to any port
aggregation, whether or not it follows the LACPtpaml.)

The following two terms relate specifically to Gisswitches. The descriptions provided
are not formal definitions, but rather a guiderieaders of this document.

channel group: The group of ports in a port aggregation. A clemgroup is
assigned a number called the administrative grauphber, which identifies it
uniquely. This term has the same meaning for Basico IOS (I0S) and CatOS
(two operating systems that run on Cisco switch&$)e channel-group view of a
port aggregation is the view of tbemposition of the aggregation, that is, what
this aggregation consists of.

port channel: The interface that is created from a channel grda other words,
whereas the channel group is the internal composdf a port aggregation, the
port channel is the external view of that chanmelig as a special kind of
interface, that is, what attributes (such as marmntransmission unit,
enabled/disabled) this aggregation has as a samgiy. This term has similar but
not quite identical meanings for IOS and CatOSd&sriOS, it is a black-box
view of the port aggregation, as described abayeder CatOS, it also includes
some attributes of the ports that make up thegahnel. Thus port channel is
closer in meaning to eéhannel group under CatOS than under 10S.

! For information about bonding on Linux, consuk following Web site:
http://www.linuxfoundation.org/en/Net:Bonding



3. Hardware prerequisites

On the server side, only certain network interfeaels (NICs) are supported. All NICs
used must have the same link speed and duplergefurthermore, for LACP, the
duplex setting must be full-duplex.

Both LACP and PAgP require support in the swit€la, switch is used. Although itis
possible to use port aggregation without a switclsdnnecting two servers back-to-
back, this scenario is not described here.

Jumbo frames are not necessary for port aggregdiarior most network workloads,
the use of jumbo frames can reduce server utiimatr improve throughput, or both. If
you are using jumbo frames, all hardware compon@mtsrfaces and switch modules)
and software components (switch and server opgratistems) in the network must
support them. Not all switches support jumbo franadthough the Cisco 6500 series
does. Also, if the interfaces used for the wortl@all need to interoperate with other
devices on the same network that do not suppobguitames, then jumbo frames
cannot be used. Ideally, jumbo frames should led osly in self-contained clusters in
which all machines in the cluster can be configdoegumbo frames. Jumbo frames are
discussed in greater detail later in this document.

4. General guidelines on configuration

The goal when setting up port aggregation is tartae traffic across all interfaces, both
between the server and the switch, and betweeswheh and the server.

On the server, the choice of mode and hash fundeébermines the way in which
outgoing traffic is distributed across the serveosts. Incoming traffic is distributed
according to the switch configuration.

The most commonly adopted hash functions availableoth the server and the switch
are based on the IP address and/or MAC addre&e sburce or destination, or both.
One factor in configuring port aggregation will tefore be the size of the cluster. If all
of the traffic being sent on one port aggregatdastined for a single MAC address or a
single IP address, or for a very small number of®/#ddresses or IP addresses, as
would typically be the case for a very small clustieen the traffic is likely to be very
unbalanced if the choice of interface is based &CNddress or IP address. In other
words, traffic will be sent mainly or entirely ovene interface. We focus on ensuring
balance in this type of small cluster, where batdasccrucial for good performance.



5. Server configuration options

Beginning with AIX 5.2, three mutually exclusive des are available on the server:

» standard: This mode indicates that the port aggregatiors ame participate in
IEEE 802.3ad LACP. The distribution of outgoingkets is described below.

» 8023ad: This mode enables the use of IEEE 802.3ad LATHe distribution of
outgoing packets is described below.

» round-robin: This mode indicates that the port aggregatiors dme participate in
IEEE 802.3ad LACP. All outgoing packets are disited evenly across all ports
in the port aggregation, and may be sent out lightly different order from the
order in which they were sent to the port aggregati

It is not recommended to set the modedund-robin. Although this mode provides the
highest bandwidth utilization, its use leads tohighest probability of out-of-order
packets, which is correlated with a lower througtfp®ound-robin is the typical choice
for hosts connected back-to-back, and will notigseubssed in this article.

Eitherstandard or 8023ad mode is recommended. These modes configure beth t
server and switch to choose the interface withendiannel in a similar way. In

particular, for any one connection (that is, fapacific combination of source and
destination port), the network interfaces chosesetad packets on each side of the switch
will always be the same. This minimizes the nundjeyut-of-order packets.

Whenstandard or 8023ad mode is chosen, a hash function based on therdaoftéhe
packet's header is used to determine on which adaptgoing packets are sent. Which
fields of the header are used depends on the hagh.nour hash modes are available.
The AIX Information Center provides the followingstription of these modés:

» default: “The destination IP address of the packet is tigatbtermine the
outgoing adapter. For non-IP traffic (such as ARR,last byte of the destination
MAC address is used to do the calculation. Thisenguharantees packets are sent
out over the EtherChannel in the order they weteived, but it may not make
full use of the bandwidth.”

* src_port: “The source UDP or TCP port value of the packetsed to determine
the outgoing adapter. If the packet is not UDP GPTraffic, the last byte of the
destination IP address will be used. If the packebt IP traffic, the last byte of
the destination MAC address will be used.”

e dst_port: “The destination UDP or TCP port value of theksdds used to
determine the outgoing adapter. If the packet td.HoP or TCP traffic, the last
byte of the destination IP will be used. If the lpatds not IP traffic, the last byte
of the destination MAC address is used.”

2 See sectioB.4 Discussion of resulfsr a discussion of some unexpected results nglat out-of-order
packets and throughput.
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* src_dst_port: “The source and destination UDP or TCP port valofethe packet
is used to determine the outgoing adapter (spadlifiche source and destination
ports are added and then divided by two beforegofed into the algorithm). If
the packet is not UDP or TCP traffic, the last hyfi¢he destination IP is used. If
the packet is not IP traffic, the last byte of testination MAC address will be
used. This mode can give good packet distributiomaest situations, both for
clients and servers.”

In this article, we recommend setting the hash ntodec_dst_port because this is the
setting that will most likely lead to balanced penhance.

6. Cisco switch configuration options

There are several different kinds and levels ofigonation options. The following list
gives some relevant options:

» Frame/switch level — load-balancing distributiontinosl

* Module/blade level — aggregation protocol

» Port level — port mode

Note that this list is not exhaustive, and thatdbtault values and methods for specifying
options can vary depending on which of two opegasigstems (CatOS and 10S) is
running on the switch. Furthermore, not all opsi@pply to all switch models.

6.1 Frame/switch level - load-balancing distribution method

The available load-balancing distribution methods a
* MAC - MAC address(es) (Layer 2) — this is the défamethod on the CatOS
operating system
* |P - IP address(es) (Layer 3) — this is the defengithod on the 10S operating
system
* TCP/UDP port number(s) (Layer 4) — this is refert@ds “Session” in CatOS.

The load balancing can be based solely on the s@adress, destination address, or both

source and destination addresses.

6.2 Module/blade level - aggregation protocol

The available protocols are PAgP and LACP.

On the CatOS operating system, the aggregationgobis specified at the

module/blade level using the following command:
set channelprotocol {pagp | lacp} mod



On the 10S operating system, the protocol runsherswitch processor. For this
operating system only, it is not necessary to $péae protocol. When the protocol is
not specified, it is inferred from other settinggst importantly the port mode. To

specify the protocol explicitly, use one of thddaling commands:
channel-protocol {lacp | pagp}
channel-group

6.3 Port level - port mode

The port mode determines how a port will negotsatd participate in a port
aggregatiorf. Note in particular that certain port settings wiill effect, override or
suppress the chosen module aggregation protocttdbparticular port.

6.3.1 Port modesfor PAgP

There are two PAgP-specific port mode settings:
» auto - This is the default port mode setting. Whers iised, a port will respond to
received PAgP packets but will not initiate a PAg#gotiation sequence.
» dedrable - This is an alternative port mode setting. Whas used, a port will try
to initiate a PAgP negotiation sequence with onmore other ports.

Therefore, a LAN port imlesirable mode can form an EtherChannel with another LAN
port that is in eitheauto or desirable mode. Two LAN ports imuto mode cannot form
an EtherChannel because neither port will initreggotiation. The keywordslent and
non-silent can be used with (and only with) taeto anddesirable modes. Specifgilent
when no traffic is expected from the other devixerevent the link from being reported
to the spanning-tree protocol as down. When theralevice is an interface on a server
that will run the networking application, as is aythe case, always specifign-silent.

In addition, there is another port moder(”) that indicates that ports will be aggregated
manually (by the administrator) without the usenfautomatic channeling protocol. In
the case of CatOS, the associated module mustrifigeeed with the PAgP protocol and
the protocol is then ignored. In the case of I, option is callednanual channeling
and no protocol is selected. This option is désctin sectior?.1.3 Manual channeling
(no protocol)below. Do not specify eitheilent or non-silent with this mode.

6.3.2 Port modesfor LACP

When configuring switch ports under the LACP praolpthere are two LACP-specific
port mode settings:
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» passive - This is the default port mode setting. Whers iised, a port will respond
to received LACP packets but will not initiate a CR negotiation sequence.

» active- This is an alternative port mode setting. Whes used, a port will try to
initiate a LACP negotiation sequence with one orerather ports.

These modes correspond to Huto anddesirable modes described above. In other
words, a LAN port iractive mode can form a Link Aggregation with another LAbIt
that is in eithepassive or active mode. Two LAN ports ipassive mode cannot form a
Link Aggregation because neither port will initiategotiation.

7. Recommended configuration options

7.1 Load-balancing distribution method based on Layer 4

The options described in this section use loadrgatg distribution methods based on
Layer 4, or TCP/UDP port numbers. The load-balagaiption you should choose
depends on which operating system is running os\htsh:

* On the CatOS operating system, set the load-balgmtistribution method to
session both.
« OnlOS, set it terc-dst-port.”

7.1.1 PAgP protocol

* On the server, set the modestandard and the hash mode $oc_dst_port.

* On the switch, set the frame load-balancing distidm method to the appropriate
choice for the operating system as described alfov€atOS, set the module
protocol toPAgP; and for both switch operating systems, set thierpode to
desirable non-silent.

7.1.2 LACP protocol

* On the server, set the modeB@?3ad and the hash mode $oc_dst_port.

* On the switch, set the frame load-balancing distidn method to the appropriate
choice for the operating system as described alfov€atOS, set the module
protocol tol EEE 802.3ad LACP; and for both switch operating systems, set the
port mode tactive.

7.1.3 Manual channeling (no protocol)
* On the server, set the modestandard and the hash mode $oc_dst_port.

® Newer releases of the I0S operating system offeode calledrc-dst-mixed-ip-port that might offer
advantages over ttsec-dst-port mode. This mode is not discussed here becauserohéw it is.



* On the switch, set the frame load-balancing distidn method to the appropriate
choice for the operating system as described alfov€atOS, set the module
protocol toPAgP (note that this setting will be ignored); and foutlp switch
operating systems, set the port moderto

* On the switch, manually create channel groups, eaetltontaining the ports in
that channel. It is important to know which paststhe switch are connected to
which interfaces on the server.

If the channeling is controlled by manually assignswitch ports to groups, it is possible
to set the port setting tm, which forces the port to channel without PAghhafTis,
channeling is effectively controlled by the physicabling and port groups, without any
recourse to the aggregation protocol. This coméiian provides an example of what is
referred to as manual channeling, in which a peitirey can override the module
protocol for that port. This setting can, in sotases, provide a higher maximum
throughput than other port settings that use thgHPprotocol.

However, the disadvantage of this configuratiotih& it can lead to black-holing traffic.
That is, in the event of a hardware failure on ionerface, the switch might not mark the
failing interface as down, which would result ihigh rate of errors and retransmissions
until the administrator manually reconfigures thamnel. For this reason, it is
recommended that the PAgP or LACP protocol be wdezh possible.

7.2 Load-balancing distribution method based on Layers 2 or 3

The options described in the preceding sectiomer@mmended where they are
supported. However, there are several reasonstwiight not be possible to use a
configuration in which the frame load-balancingtdimition method is set to Layer 4.
For example:

» This configuration might not be supported by theipalar combination of
operating system and hardware. For example, otctsed other than the Cisco
Catalyst 6513 described in this article, Layeradidalancing might not be
available.

» Setting the option to this value might pose proldéan the installation because
this setting applies to all ports on all modulegtoa switch. If the switch is used
by other unrelated machines, it might not be dbk¥rto change the setting for all
machines. Even if the decision is made to modiiy $etting for all machines,
the system should be tested extensively to vehidy the setting does not
adversely affect the unrelated machines in therenment.

When Layer 4 load-balancing is not possible, yoousthuse one of the following
configurations instead. Again, the load-balan@pgon you should choose depends on
which operating system is running on the switch,vaill be either Layer 2 (MAC) or
Layer 3 (IP).



7.2.1 PAgP protocol

* On the server, set the modestandard and the hash mode $oc_dst_port.

» On the switch, set the frame load-balancing distidn method to an appropriate
choice (not Layer 4). On CatOS, set the moduléopnd toPAgP. Set the port
mode todesirable non-silent.

7.2.2 LACP protocol

» On the server, set the modeB23ad and the hash mode $oc_dst_port.

» On the switch, set the frame load-balancing distidn method to an appropriate
choice (not Layer 4). On CatOS, set the moduléopad tol EEE 802.3ad LACP.
Set the port mode tactive.

7.3 Hardware considerations

In order to obtain the desired network throughus, important to take several hardware
configuration factors into account, including th®ice of Ethernet adapters in the
servers and the choice of modules and other equipméhe Cisco switch. This
document does not address all such considerationg, should be noted that, for a
configuration in which two or more servers, eacthvai port aggregation of two or more
Gigabit adapter ports, are interconnected usingeoGnodel 6509 or 6513 switch, the
recommended Ethernet interface module is as follows

48 port 10/100/1000mb Ethernet WS-X6748-GE-TX

This module has certain prerequisites concernimgefisor Engine hardware.

8. Sample instructions for configuring port aggregation

This section provides sample instructions for sgttip three different port aggregation
configurations. In all cases, the switch runsI®8 operating system.

The following examples assume that:

* The name of the AIX port aggregatioreigs , and it consists of two physical
interfacesent2 andent4 , and has the logical interfaesé

» The switch Gigabit Ethernet interfaces on moduéee8named 8/4 8/5 (first
group) and 8/26 8/27 (second group), and thesegtewaps are formed into port
channels that are numbered 3 and 4, respectiveyn&twork is assigned to a
VLAN named 129. Examples of configuring port chdrhare shown. The
equivalent instructions are not shown for port ctedd because these are
identical except for parameters such as names améers.
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All examples assume that there are no other mytaatiflicting, pre-existing
configuration options already in effect. If theme, these must first be removed or
undone. Also, some of the sample parameter setings as IP addresses might be
unnecessary or might need to be changed for afgpecvironment. Other parameter
settings not included below might need to be spatif the configuration is different.

When configuring a switch running 10S, it is impaort, when verifying the configuration
usingshow commands, to keep in mind that that are two kofdsonfiguration sets for
each interface: the running configuration and ttteva or operating configuration.
Roughly speaking, the running configuration isdleeumulation of options set by
commands entered by the administrator, whereaggérating configuration is the
current state of the interface. For any interfagmébit Ethernet or port channel), the
show i nt er face command displays its operating mode, andsttea r unni ng- config
command displays its configured mode. Both of treesdigurations must be viewed to
obtain a complete picture of the interface.

8.1 Configuring LACP active aggregation and 8023ad mode with
Layer 4 load-balancing

Set up the AIX port aggregation:

Notes:
» The following steps assume support for jumbo frarReser to sectiod.2.7
Measurements comparing standard and jumbo frdonemore information.
* AIX commands are shown in explicit command-linenfat for ease of
exposition. However, it might instead be easiarde the smit user interface. For
example, the command “smitty etherchannel” candsglto configure the port
aggregation.

1. Set jumbo frames in the AIX physical networlenfiace, which is assumed to exist

already:
chdev -l ent2 -a jumbo_frames=yes
chdev -l ent4 -a jumbo_frames=yes

2. Create the AIX physical port aggregation from ginysical interfaces, with jumbo-

frame support:

mkdev -c adapter -s pseudo -t ibm_ech -a adapter_na mes="ent2,ent4" \
-a mode=8023ad -a hash_mode=src_dst_port -a use_]j umbo_frame=yes \
-a num_retries=3 -a retry_time=1

3. Create the AIX logical port aggregation from &KX physical port aggregation.
Setting the MTU (maximum transmission unit) to 9@0@&bles jumbo-frame support in

the logical port aggregation:
mkdev -c if -s EN -t en -a netaddr="253.125.129.9" -al
netmask="255.255.255.0" -w "en6" -a state=up -a a rp=on -a mtu=9000

11



4. Verify the attributes:
Isattr -H -E -l ent2

Isattr -H -E -l ent4

Isattr -H -E -l ent6

Isattr -H -E -l en6

ifconfig en6

Configure the switch Gigabit Ethernet ports:

5. Perform one (not both) of the following steps:
= Check to discover if any port channels are alresefined and available:
show etherchannel summary
and if so pick an available one.
Or:
= Remove any existing channel group if it existsr &mample, for channel 3:
configure terminal

no interface port-channel 3
end

6. Create the LACP channel group from Gigabit Bieemterfaces 8/4-5. At the same
time, ensure that MTU 9216 is enabled on each phlsiterface. (Note: This can be
done in the scope of the range only if the portse¢@onfigured are consecutive. If they
are not consecutive, you must set this value foh @art individually, as shown in steps
9 and 10.)

configure terminal

interface range gigabitethernet 8/4-5

mtu 9216

channel-group 3 mode active
end

7. Enter the port channel submenu and add theami@onfiguration, setting the access
VLAN, description, and MTU, and enabling the pdmaanel:

configure terminal

interface port-channel 3

switchport access vlan 129

mtu 9216
no shut
end

8. Repeat steps 5 through 7 for channel group 4.

9. [Perform this step only if the ports are notsexrutive.] Enter the interface submenu
and ensure that MTU 9216 is enabled in each port.

configure terminal

interface gigabitethernet 8/4

mtu 9216

no shut

end
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10. [Perform this step only if the ports are natsecutive.] Repeat step 9 for each of the
three remaining Gigabit Ethernet interfaces.

11. Configure load-balancing:
configure terminal

port-channel load-balance src-dst-port
end

12. Show the running and operational configurationsll interfaces, and show the port
aggregations including load-balancing. When yawwihe output from thehow
command, you should verify that the following cdrafis are all true:

* The channels are shown in the port aggregation susyrand with the correct

protocol

» The channels consist of the correct Gigabit Ethtdmerfaces

* The channels are shown as being switchports witramldress

* The channels all have the correct MTU

* The ports are enabled and have the correct MTU

show run interface port 3

show interface port 3

show running interface gigabitethernet 8/4
show interface gigabitethernet 8/4

show interface status

show etherchannel summary

show etherchannel port

show etherchannel port-channel

show etherchannel lo

8.2 Configuring manual channeling aggregation and standard mode
with Layer 4 load-balancing

Most commands are identical to those given in ea&il Configuring LACP active
aggregation and 8023ad mode with Layer 4 load-lsaign Only steps 2 and 6 are
different.

1. Set jJumbo frames in the AIX physical networlenfidce, which is assumed to exist

already:
chdev -l ent2 -a jumbo_frames=yes
chdev -l ent4 -a jumbo_frames=yes

2. Create the AIX physical port aggregation froma ginysical interfaces, with jumbo-

frame support:

mkdev -c adapter -s pseudo -t ibm_ech -a adapter_na mes="ent2,ent4" \
-a mode=standard -a hash_mode=src_dst_port -a use _jumbo_frame=yes \
-a num_retries=3 -a retry_time=1
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3. Create the AIX logical port aggregation from &I physical port aggregation.
Setting the MTU (maximum transmission unit) to 9@0d@bles jumbo-frame support in
the logical port aggregation:

mkdev -c if -s EN -t en -a netaddr="253.125.129.9" -al
netmask="255.255.255.0" -w "en6" -a state=up -a a rp=on -a mtu=9000

4. Verify the attributes:
Isattr -H -E -l ent2

Isattr -H -E -l ent4

Isattr -H -E -l ent6

Isattr -H -E -l en6

ifconfig en6

Configure the switch Gigabit Ethernet ports:

5. Perform one (not both) of the following steps:
» Check to discover if any port channels are alredafined and available:
show etherchannel summary
and if so pick an available one.
Or:
= Remove any existing channel group if it existsr &mample, for channel 3:
configure terminal

no interface port-channel 3
end

6. Create the manual channel group from Gigabieitt interfaces 8/4-5:
configure terminal

interface range gigabitethernet 8/4-5

channel-group 3 mode on

end

7. Enter the port channel submenu and add thearele@onfiguration, setting the access

VLAN, description, and MTU, and enabling the pdraaonel:
configure terminal

interface port-channel 3

switchport access vian 129

mtu 9216
no shut
end

8. Repeat steps 5 through 7 for channel group 4.

9. [Perform this step only if the ports are notsmxutive.] Enter the interface submenu
and ensure that MTU 9216 is enabled in each port.

configure terminal

interface gigabitethernet 8/4

mtu 9216

no shut

end
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10. [Perform this step only if the ports are natsecutive.] Repeat step 9 for each of the
three remaining Gigabit Ethernet interfaces.

11. Configure load-balancing:
configure terminal

port-channel load-balance src-dst-port
end

12. Show the running and operational configurationsll interfaces, and show the port
aggregations including load-balancing. When yawwihe output from thehow
command, you should verify that the following cdrafis are all true:

* The channels are shown in the port aggregation suyyrand with the correct

protocol

» The channels consist of the correct Gigabit Ethtdmerfaces

* The channels are shown as being switchports witramldress

* The channels all have the correct MTU

* The ports are enabled and have the correct MTU

show run interface port 3

show interface port 3

show running interface gigabitethernet 8/4
show interface gigabitethernet 8/4

show interface status

show etherchannel summary

show etherchannel port

show etherchannel port-channel

show etherchannel lo

8.3 Configuring PAgP desirable aggregation with standard mode

Most commands are identical to those given in ea&il Configuring LACP active
aggregation and 8023ad mode with Layer 4 load-lsalgn Only steps 2 and 6 are
different. The instructions for configuring loadtancing (step 11) are not given since
they are presumed to be pre-set or unalterablagtbr.

1. Set jumbo frames in the AIX physical networlenfidce, which is assumed to exist

already:
chdev -l ent2 -a jumbo_frames=yes
chdev -l ent4 -a jumbo_frames=yes

2. Create the AIX physical port aggregation froma ginysical interfaces, with jumbo-

frame support:

mkdev -c adapter -s pseudo -t ibm_ech -a adapter_na mes="ent2,ent4" \
-a mode=standard -a hash_mode=src_dst_port -a use _jumbo_frame=yes \
-a num_retries=3 -a retry_time=1
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3. Create the AIX logical port aggregation from &I physical port aggregation.
Setting the MTU (maximum transmission unit) to 9@0d@bles jumbo-frame support in
the logical port aggregation:

mkdev -c if -s EN -t en -a netaddr="253.125.129.9" -al
netmask="255.255.255.0" -w "en6" -a state=up -a a rp=on -a mtu=9000

4. Verify the attributes:
Isattr -H -E -l ent2

Isattr -H -E -l ent4

Isattr -H -E -l ent6

Isattr -H -E -l en6

ifconfig en6

Configure the switch Gigabit Ethernet ports:

5. Perform one (not both) of the following steps:
» Check to discover if any port channels are alredafined and available:
show etherchannel summary
and if so pick an available one.
Or:
= Remove any existing channel group if it existsr &mample, for channel 3:
configure terminal

no interface port-channel 3
end

6. Create a manual channel group from Gigabit Betenterfaces 8/4-5:
configure terminal

interface range gigabitethernet 8/4-5

channel-group 3 mode desirable non-silent

end

7. Enter the port channel submenu and add thearele@onfiguration, setting the access

VLAN, description, and MTU, and enabling the pdraanel:
configure terminal

interface port-channel 3

switchport access vian 129

mtu 9216
no shut
end

8. Repeat steps 5 through 7 for channel group 4.

9. [Perform this step only if the ports are notsmxutive.] Enter the interface submenu
and ensure that MTU 9216 is enabled in each port.

configure terminal

interface gigabitethernet 8/4

mtu 9216

no shut

end

16



10. [Perform this step only if the ports are natsecutive.] Repeat step 9 for each of the
three remaining Gigabit Ethernet interfaces.

11. Show the running and operational configurationsll interfaces, and show the port
aggregations including load-balancing. When yawwihe output from thehow
command, you should verify that the following cdrahs are all true:

* The channels are shown in the port aggregation suyyrand with the correct

protocol

* The channels consist of the correct Gigabit Etitdmerfaces

* The channels are shown as being switchports witramldress

» The channels all have the correct MTU

* The ports are enabled and have the correct MTU

show run interface port 3

show interface port 3

show running interface gigabitethernet 8/4
show interface gigabitethernet 8/4

show interface status

show etherchannel summary

show etherchannel port

show etherchannel port-channel

show etherchannel lo

9. Experimental results

Network throughput and degree of load-balancingeweeasured for a number of
different combinations of server and switch confadion options. This section
summarizes these results.

9.1 System and application
Two test systems were used.

The first test system consisted of two IBM® Pow@0 %formerly called System p® 570)
servers, each with a pair of dual-port 10/100/1B88e-TX PCI-Express adapters, with
one port from each adapter aggregated into a ggregation. The servers were installed
with AlX version 5.3 and were interconnected byiscG 6513 network switch

containing a 48-port 10/100/1000mb Ethernet WS-X86GE-TX module and running

the 10S operating system.

The second test system consisted of two IBM Syg§iei75 servers, each with a pair of
Gigabit Ethernet-SX PCI-X adapters aggregatedarport aggregation. The servers
were installed with AIX version 5.3 and were inamoected by a Cisco 6513 network
switch. The 8-port 1000BaseX Ethernet WS-X6408AlGB1odule was used in the
6513 switch. Since the measurements were taksnp@ias withdrawn this module from
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marketing. A more recent and recommended modulei$VS-X6748-GE-TX module
mentioned above. On this system the switch ralCHt©S operating system.

The application used to test various configuratisnsalledsocketprocs. In operation,

one set of processes (the “client” processes) nuone machine and another set of
processes (the “server” processes) run on the saam@ther machine. On each machine,
N processes each connect to each of N procesdbs other, for a total of N*N
connections, using the TCP/IP protocol. On theesemvachine, all processes act as
servers and listen, accept, and thesv and reply. On the client machine, all processes
connect and send, anetcv the reply, until the specified number of messdgesbeen

sent. All messages are a fixed size, with a defapdt of 4K.

Note an important aspect of this workload as regaadt aggregation: all N*N
connections have the same source MAC addressofttia¢ sending port aggregation)
and the same destination MAC address (that ofdbeiving port aggregation - the Layer
2 information), as well as the same source andrdgsin IP addresses (those of the port
aggregation - the Layer 3 information), but evesgreection has a different combination
of source and destination TCP port number (the Ldyaformation).

9.2 Configurations and results -- Test system 1

9.2.1 Configuration settings

Forty-two runs were completed, each with a diffe@nfiguration. Each run is
identified by a uniqgue number. Columns 2-6 contairencoded description of the setup
and configuration:

App meth. The method used by the application for waitiagTCP/IP events:

» s select - formerly the most common method in nsgpplications; used in
versions of the DB2® database product prior to Mer9.5.0.1.

* e pollset - using edge-triggered polling: has theeptial for higher throughput
owing to use of non-blocking sockets and less wgjtbut with possibly higher
CPU utilization. This alternative was used in muosts with optimal
configuration in order to demonstrate the maximwmevable throughput. DB2
Version 9.5.0.1 and later versions use this method.

* p pollset - using simple level-triggered polling: @volution of traditional poll
offering lower CPU utilization.

Num procs. The number of processes sending and receiviregaoh server.

Switch config. Three configuration values, separated by hyphemesgiven.
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The first value is the frame load-balancing polftgme distribution). Two policies were
assessed:

e p:src_dest _port (Layer 4)
e i:src_dest ip (Layer 3)
The second value is the port aggregation protocol:
e P:PAgP
e L:LACP

* M : manual. This means that channel groups weliaetemanually but with
no aggregation protocol - that is, port mode on

* N :none. This means that channel groups weréefoted

The third value is the port mode. The port modeedeés on, and has different meanings,
depending on whether the PAgP or LACP protocobisu

e d:PAgP desirable
* Vv :LACP active
e 0 :on (manual channeling)

* n:none - corresponding to protocol N, meaning thannel groups were not
defined

Server config. Two configuration values, separated by hyphemesgaven. These are the
two principal configuration options in the AIX paggregation. The first value is the
mode, which specifies both the aggregation modetfamdhethod by which the port on
which to send a packet is chosen:

» 8d:IEEE 802.3ad Link Aggregation Control ProtodoACP)

* sd: standard

* rn:round-robin

The second value is the hash mode:
e st:src_dst_port - balance based on TCP port {Lélye
e dt: default - required for round-robin mode

MTU. The maximum transmission unit is set in the pgdregation logical interface
(en6) on the server:

* Sindicates standard, which is MTU 1500

» Jindicates jumbo frames, which is MTU 9000
Note that, in the switch, for jumbo frames, theresponding MTU setting is 9216. As
noted in the results, in run 18, the MTU was sé&2t6 in the ports but 1500 in the
channels.
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Flw ctl. Two characters, the first indicating switch fleantrol setting and the second
indicating whether flow control is enabled or dikabin the port aggregation NICs. For
the switch:

» S:send = desired and receive = off (default)

» B :send = desired and receive = desired

* N : send = off and receive = off
For the port aggregation NICs on the server:

D : Disabled

« E:Enabled

At the switch, channel groups were defined for gaaih of ports corresponding to
(connected to) server ports included in the pogregation. For example, here is the set
of channel groups for runs with LACP channeling:

show etherchannel summary
Flags: D - down P - in port-channel
| - stand-alone s - suspended
H - Hot-standby (LACP only)
R - Layer3 S - Layer2
U-inuse f - failed to allocate aggregator
u - unsuitable for bundling
Number of channel-groups in use: 4
Number of aggregators: 4
Group Port-channel Protocol Ports
+ + S

1 [N/A]

2 [N/A]

3 Po3(SD) LACP Gi8/4(D) Gi8/5(D)

4 Po4(SD) LACP Gi8/26(D) Gi8/27(D)

The configuration of the AlX port aggregation was sonsistently with the port
aggregation protocol on the switch:
» for PAgP , manual and none: modetandard and hash_mode src_dst_port
except for one run with modersund_robin and hash_mode default
» for LACP: mode =8023ad and hash_modesrc_dst_port

Thus, at all times, load should be balanced adhesgterfaces in the sending port
aggregation (outbound traffic).

9.2.2 M easur ements
Measurements from the 42 runs are shown below. Medslata included:

CPU utilization. CPU utilization on the client and on the servBath user time and
system time are shown.
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Balance. Ratio of number of packets through the firstngek port in each port
aggregation. This measures degree of load-balandgthgn the channel. A value of 0.5
indicates that the first port carried 50% of ttedfic, and therefore that the workload was
fully load-balanced across the two ports. A valtié.00 indicates that the first port
carried 100% of the traffic, and therefore thatéheas no load-balancing across the two
ports.

Mbits/ sec. The throughput, in Mbits per second aggregasmgmit plus receive)
through each port aggregation. This is the prinma@asurement.

Measurements are presented once in full, and thee\geral subsets, each grouped by
certain configuration attributes, to show the dffefovarying one other attribute. For
example, the first subset shows the effect of tfierdnt settings of the load balancing
algorithm in the switch, taking as examples thraiespof runs in which, within each pair,
load balancing was the only variation. To simpttig later tables, CPU utilization
statistics are included only if they are discussed.

After each subset brief observations are madeth&uanalysis is provided in secti®r
Discussion of results

9.2.3 Measurementsin full

Configuration Measurements

CPU utilization Balance
Run | App | Num | Switch | Server MTU Flw i i cli cli Mbits
num | meth | procs | config | config ctl cl Cll | SeIV 1 SV s it | recv | /sec

usr | sys | usr | sys . :

ratio ratio

1 s 8 i-L-v| 8d-st J SE | 48 | 89 | 49 | 9.1 | 0.91 | 1.00 | 1904
2 s 8 P 'V" " | 8d-st J SE | 88 | 184 | 9.5 | 18.9 | 0.50 | 0.50 | 3791
3 s 8 P 'dP " | sd-st J SE | 84 |18.1| 8.7 | 18.6 | 0.49 | 0.49 | 3252
4 s 8 P 'OM " | sd-st J SE | 89 |18.4 | 9.3 | 18.8 | 0.50 | 0.50 | 3779
5 s 8 p- dP " | sd-st J SE | 6.6 | 14.4| 7.0 | 14.7 | 0.49 | 0.49 | 2342
6 s 8 P 'dP " | sd-st J SE | 76 | 165 | 8.8 | 16.8 | 0.50 | 0.50 | 2874
7 s 8 P 'OM "] 8d-st J SE | 10.7 | 23.0 | 11.0 | 23.4 | 0.51 | 0.51 | 3257
8 p 8 P 'OM "] 8d-st J SE | 10.5 | 19.6 | 10.7 | 20.0 | 0.50 | 0.50 | 3203
9 e 8 P 'OM "] 8d-st J SE | 12.2 | 24.3 | 12.6 | 25.2 | 0.51 | 0.51 | 3341
10 e 8 P 'OM " | sd-st J SE | 12.4 | 24.7 | 12.5 | 25.1 | 0.50 | 0.50 | 3398
11 e 12 [P 'OM " | sd-st J SE | 15.6 | 35.1 | 16.4 | 35.7 | 0.50 | 0.51 | 3947
12 e 16 | P 'OM " | sd-st J SE | 14.4 | 65.1 | 13.9 | 72.5 | 0.50 | 0.50 | 3951
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13 12 | P 'OM | m-dt SE | 14.1 | 31.1| 14.1 | 30.6 | 0.50 | 0.50 | 3485
14 12 | P 'OM " | sd-st SE | 15.6 | 35.2 | 16.4 | 36.3 | 0.50 | 0.52 | 3947
15 12 |P 'OM " | sd-st SE | 14.8 | 43.6 | 14.9 | 45.3 | 0.50 | 0.50 | 3686
16 12 |P 'OM "] 8d-st SE | 14.8 | 43.8 | 14.9 | 45.3 | 0.50 | 0.50 | 3686
17 12 P 'V" " | 8d-st SE | 15.6 | 35.0 | 16.4 | 35.9 | 0.50 | 0.51 | 3946
18 12 | P- dP " | sd-st SE | 12.0|26.2 | 12.1 | 26.1 | 0.50 | 0.50 | 2806*
19 12 p- dP " | sd-st SE | 13.8 | 31.6 | 14.2 | 32.2 | 0.49 | 0.49 | 3406
20 12 | P- dP " | sd-st SE | 13.3 | 66.6 | 13.3 | 67.7 | 0.50 | 0.50 | 3330
21 12 P 'VL " | 8d-st SE | 14.8 | 43.7 | 14.9 | 445 | 0.50 | 0.50 | 3686
22 12 |i-L-v| 8d-st SE | 9.3 |158| 9.3 | 16.6 | 0.02 | 1.00 | 1969
23 12 ! '(;3 " | sd-st SE | 12.0 | 27.4 | 12.4 | 28.0 | 0.50 | 0.51 | 2915
24 12 P 'nN " | 8d-st SE | 12.6 | 28.4 | 12.8 | 28.1 | 0.45 | 0.43 | 3006
25 12 P 'nN " | sd-st SE | 12.5|27.3 | 12.8 | 27.6 | 0.47 | 0.46 | 2954
26 12 |P 'nN T | 8d-st SE | 13.9|31.9 | 143 | 32.5 | 0.49 | 0.50 | 34622
27 12 P 'nN " | sd-st SE | 13.2 | 66.0 | 13.3 | 67.6 | 0.50 | 0.50 | 3346
28 16 P 'nN " | sd-st SE | 11.8 | 78.2 | 11.9 | 79.1 | 0.50 | 0.50 | 3328
29 12 | P 'OM " | sd-st SE | 15.6 | 35.4 | 16.4 | 36.4 | 0.50 | 0.51 | 3948
30 16 | P 'OM " | sd-st SE | 13.9|69.0 | 13.7 | 73.1 | 0.50 | 0.50 | 3952
31 12 P 'VL " | 8d-st SE | 14.9 | 43.8 | 15.0 | 45.5 | 0.50 | 0.50 | 3686
32 16 P 'V" " | 8d-st SE | 15.3 | 52.0 | 16.3 | 53.8 | 0.50 | 0.50 | 3686
33 12 |P- OM " | sd-st SE | 14.8 | 43.7 | 15.0 | 45.3 | 0.50 | 0.50 | 3686
34 16 | P 'OM " | sd-st SE | 15.3|51.8 | 16.3 | 53.7 | 0.50 | 0.50 | 3687
35 12 | P 'OM " | sd-st SE | 15.6 | 35.1 | 16.4 | 36.0 | 0.50 | 0.51 | 3948
36 12 | P 'OM " | sd-st BE | 15.6 | 35.3 | 16.3 | 35.8 | 0.50 | 0.51 | 3947
37 16 |P 'OM " | sd-st BE | 13.8 | 68.9 | 13.7 | 73.1 | 0.50 | 0.50 | 3952
38 12 | P 'OM " | sd-st ND | 15.6 | 35.3 | 16.4 | 36.5 | 0.50 | 0.51 | 3950
39 12 P 'V" " | 8d-st ND | 14.8 | 43.8 | 14.9 | 45.3 | 0.50 | 0.50 | 3686
40 16 P 'V" " | 8d-st ND | 15.3 | 51.6 | 16.1 | 53.5 | 0.50 | 0.50 | 3687
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41 e 12 p-VL- 8d - st S BE | 14.8 | 43.9 | 15.0 | 45.5 | 0.50 | 0.50 | 3686
42 e 16 p-VL- 8d - st S BE | 15.3 | 52.0 | 16.2 | 53.3 | 0.50 | 0.50 | 3685

T MTU 9216 set in the Gigabit Ethernet ports but not set in the channels. In all other runs with MTU 9000, MTU
9216 was set in the Gigabit Ethernet ports and in the channels.

ZLACP aggregation mode set in Gigabit Ethernet ports with no channel defined. In all other runs, the Gigabit
Ethernet ports had no explicit aggregation mode.

Table 1: Measurementsin full for test system 1

9.2.4 Measurements comparing switch load balancing

Configuration Measurements
Run App Num Switch Server MTU Flw o an?iillanglei oy Mbits /
num meth procs config config ctl . . sec
ratio ratio
1 S 8 i-L-v 8d - st J SE 0.91 1.00 1904
2 s 8 p-L-v 8d - st J SE 0.50 0.50 3791
22 e 12 i-L-v 8d - st J SE 0.02 1.00 1969
17 e 12 p-L-v 8d - st J SE 0.50 0.51 3946
23 e 12 i-P-d sd - st J SE 0.50 0.51 2915
19 e 12 p-P-d sd - st J SE 0.49 0.49 3406

Table 2: M easurements comparing switch load balancing for test system 1

Clearly, the use adrc_dest_port (Layer 4) load balancing improves throughput dyeat

for this configuration and workload. In the cas¢he LACP protocol, the improvement

is 100%° This is simply the effect of using both interfader switch-to-server traffic.
Recall that this configuration has a total of tWodddresses, one for the port aggregation
on each server, and therefore hashing on IP adgressinot balance across the interfaces
inside the port aggregation. Note: In order to snea packet balance in a port

aggregation, use the command:
entstat —d ent<nn>

where ent<nn> is the port aggregation device.

For example
entstat —d ent6

9.2.5 M easur ements comparing switch protocol and port mode

Note that switch protocol and port mode are strpinger-related with the port
aggregation mode on the server, and although stwserwations can be drawn about
each separately, they should be viewed as a dimggdble.

Configuration Measurements
Run App Num Switch Server Flw Balance Mbits /
- . MTU - - -
num meth procs config config ctl cli xmit | clirecv sec

® A much smaller improvement is seen for PAgP besaesults for PAgP with Layer 3 load balancing and
port modedesirable non-silent (run 23) were much better than expected. Theorefs this result is not
known.
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ratio ratio
2 S 8 p-L-v 8d - st J SE 0.50 0.50 3791
7 S 8 p-M-o 8d - st J SE 0.51 0.51 3257
4 S 8 p-M-o0 sd - st J SE 0.50 0.50 3779
3 S 8 p-P-d sd - st J SE 0.49 0.49 3252
22 e 12 i-L-v 8d - st J SE 0.02 1.00 1969
23 e 12 i-P-d sd - st J SE 0.50 0.51 2915
17 e 12 p-L-v 8d - st J SE 0.50 0.51 3946
11 e 12 p-M-o0 sd - st J SE 0.50 0.51 3947
24 e 12 p-N-n 8d - st J SE 0.45 0.43 3006
26 e 12 p-N-n 8d - st J SE 0.49 0.50 3462°
25 e 12 p-N-n sd - st J SE 0.47 0.46 2954
19 e 12 p-P-d sd - st J SE 0.49 0.49 3406
41 e 12 p-L-v 8d - st S BE 0.50 0.50 3686
16 e 12 p-M-o 8d - st S SE 0.50 0.50 3686
20 e 12 p-P-d sd - st S SE 0.50 0.50 3330
40 e 16 p-L-v 8d - st S ND 0.50 0.50 3687
34 e 16 p-M-o0 sd - st S SE 0.50 0.50 3687
28 e 16 p-N-n sd - st S SE 0.50 0.50 3328
“LACP aggregation mode set in Gigabit Ethernet ports with no channel defined. In all other runs, the
Gigabit Ethernet ports had no explicit aggregation mode.

Table 3: M easurements comparing switch protocol and port mode for test system 1

The first group shows that, when the load-balanpiolicy issrc_dest_ip, (Layer 3), then
the PAgP protocol produces a throughput higher thanof LACP and also, remarkably,
higher than that of a single interface. In otherds, to some extent, it compensates for
the limitations of balancing on IP address.

The remaining groups all show, for different configtions, that the LACP-active-with-
8023ad-in-the-port-aggregation and manual-on-wigimdard-port-aggregation
combinations are superior to other combinationgdriicular, it is always preferable to
create channel groups explicitly, as the variationshich no channel groups were
created all performed worse. This is the case atemn the port aggregation mode is
802.3ad. In some documents, it is asserted thatfuB@2.3ad aggregation mode avoids
the need to configure the switch to specify whiont@belong to the same aggregation;
this is true, but doing so carried a performanagafig in the case of the system tested
here.

9.2.6 Measur ements comparing port aggregation mode on the server

Configuration Measurements
Run App Num Switch Server MTU Flw o an?iillanglei oy Mbits /
num meth procs config config ctl - ; sec
ratio ratio
13 e 12 p-M-o rn - dt J SE 0.50 0.50 3485
11 e 12 p-M-o0 sd - st J SE 0.50 0.51 3947
16 e 12 p-M-o 8d - st S SE 0.50 0.50 3686
15 e 12 p-M-o0 sd - st S SE 0.50 0.50 3686
32 e 16 p-L-v 8d - st S SE 0.50 0.50 3686
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34 | e | 16 | p-M-o | sd-st | S | SE|] 050 | 050 | 3687 |

Table 4: Measurements comparing port aggregation mode on the server for test system 1

The first group demonstrates that the round-robmdens inferior. Otherwise, choice of
port aggregation mode on the server and choicwitéts protocol and port mode go

hand-in-hand. In these comparisons, the combingaid LACP-active-with-8023ad-in-
the-port-aggregation and manual-on-with-standanmt-pggregation perform identically.

9.2.7 M easur ements comparing standard and jumbo frames

Configuration Measurements
Run App Num Switch Server MTU Flw o Xrﬁﬁllangﬁ oy Mbits /
num meth procs config config ctl . - sec
ratio ratio

17 e 12 p-L-v 8d - st J SE 0.50 0.51 3946
21 e 12 p-L-v 8d - st S SE 0.50 0.50 3686
11 e 12 p-M-o0 sd - st J SE 0.50 0.51 3947
15 e 12 p-M-o sd - st S SE 0.50 0.50 3686
25 e 12 p-N-n sd - st J SE 0.47 0.46 2954
27 e 12 p-N-n sd - st S SE 0.50 0.50 3346
18 e 12 p-P-d sd - st J SE 0.50 0.50 2806"
19 e 12 p-P-d sd - st J SE 0.49 0.49 3406
20 e 12 p-P-d sd - st S SE 0.50 0.50 3330

TMTU 9216 set in the Gigabit Ethernet ports but not set in the channels. In all other runs with MTU 9000,
MTU 9216 was set in the Gigabit Ethernet ports and in the channels.

Table5: Measurements comparing standard and jumbo framesfor test system 1

Use of jumbo frames yields better throughput exéepthe case of no port channels
defined in the switch, when non-jumbo is preferable

The lower throughout of the run 18 in the last grdemonstrates the importance of
setting the correct MTU in all five required intaces, both physical and logical: the AIX
physical network interface, the AIX physical poggaegation, the AIX logical port-
aggregation, the switch Gigabit Ethernet port, gredswitch port channel. Setting them
in some but not all interfaces can result in eresrd/or poor performance, which can be
difficult to diagnose. Beginning with AlIX 5.2, whe port aggregation is created, the
“lumbo_frames” attribute of the underlying adapteit automatically be set to “yes”
when jumbo frames are enabled on the port aggmegétonfiguration will fail if any of
the underlying adapters does not have this at&)pand the “mtu” attribute of the
adapters will also be automatically set to “9008lowever, it is important to verify that
all the devices and interfaces are set correctly.

Note that UDP-based networking applications, sischaane servers, will fail silently
with packets dropped if jumbo frames are enabledssnder but not at a receiver.
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9.2.8 M easur ements compar ing flow-control

Configuration Measurements
Run App Num Switch Server MTU Flw ai erl?i?langﬁ oy Mbits /
num meth procs config config ctl . ; sec
ratio ratio
36 e 12 p-M-o0 sd - st J BE 0.50 0.51 3947
38 e 12 p-M-o sd - st J ND 0.50 0.51 3950
11 e 12 p-M-o0 sd - st J SE 0.50 0.51 3947
41 e 12 p-L-v 8d - st S BE 0.50 0.50 3686
39 e 12 p-L-v 8d - st S ND 0.50 0.50 3686
31 e 12 p-L-v 8d - st S SE 0.50 0.50 3686

Table 6: M easurements comparing flow-control for test system 1

These results show that flow control had no effecthis workload, probably because
both the server and the switch are well-matchedoatid have very high processing
speeds relative to the network traffic. CPU uditian on the server was never higher
than around 85%. It would be interesting to reeasdlow control with a 10 Gigabit
network. Another reason that flow control had ffea was the use of larger full size
frames. Flow control can become more importanh sihaller packets, where the packet
rate can be much higher. The impact of flow cdrdateo depends on what other adapters
are on the same PHB (PCI host bridge) and what atfepters may be sharing the same
DMA path into memory. Likewise, dual-port or 4-padapters are more likely to benefit
from flow control because there are more ports ating for the same path to memory.

9.2.9 M easur ements comparing application method of waiting for
TCP/IP events

Configuration Measurements
Run App Num Switch Server MTU Flw o an?iillanglei oy Mbits /
num meth procs config config ctl . . sec
ratio ratio
9 e 8 p-M-o0 8d - st J SE 0.51 0.51 3341
8 p 8 p-M-o 8d - st J SE 0.50 0.50 3203
7 s 8 p-M-o0 8d - st J SE 0.51 0.51 3257

Table 7: M easurements comparing application method of waiting for TCP/IP eventsfor test system 1

The pollset method with edge-triggered events (olocking sockets) performed slightly
better than the other methods. As for the compargdlow-control, the power of these
servers renders such efficiencies in the applindges important for this workload. It
would have been interesting to compare the appicahethod at the higher number of
processes but there was insufficient time.
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9.2.10 M easurements comparing application number of processes

Configuration Measurements

CPU utilization Balance
Run | App | Num | Switch | Server MTU Flw i i cli cli | Mbits
num | meth | procs | config | config ctl cl Cll | SEIV | SEIV| ymit | recv | /sec

usr | sys | usr | sys ; :

ratio | ratio

10 e 8 P 'OM “|sd-st| J | SE |124 (247|125 | 251 | 0.50 | 0.50 | 3398
11 e 12 P 'OM T | sd-st J SE | 15.6 | 35.1 | 16.4 | 35.7 | 0.50 | 0.51 | 3947
12 e 16 p-M- sd - st J SE | 14.4|65.1|13.9| 725 | 0.50 | 0.50 | 3951

(]

Table 8: M easurements comparing application number of processesfor test system 1

The optimal throughput was achieved with 12 progges#\bove that number, throughput
remained unchanged while CPU utilization increased

9.3 Configurations and results -- Test system 2

The following 12 runs were completed. In casesreliee configuration is described
earlier in this paper, the section number in whiehconfiguration is described is given
in parentheses. In these runs, the columns haveatime meanings as in the preceding
tables, with the following exceptions:

Switch config. Three configuration values, separated by hyphemesgiven.
The first value is the frame load-balancing poliftgme distribution). Two policies were
assessed:

» s session both (Layer 4)

* M MAC both (Layer 2)

The second value is the port aggregation protocol:
« PPAgP

* LLACP
When the port mode is configuredas the switch ignores the port aggregation
protocol and channeling is specified manually l®/uker by means of
administrative groups. For this case, the port eggagion protocol is shown in
lower case.

The third value is the port mode. The port modeeties on, and has different meanings,
depending on whether the PAgP or LACP protocobkiscu

e Uu:PAgP auto
e d:PAgP desirable
e Vv :LACP active
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e 0 :on (manual channeling)

One additional metric is shown for test system 2.

Out of order packets/ sec. This metric indicates how well the channel pregdouting
consistency for successive packets of any one ctione That is, for a given connection,
if successive packets follow the same route in sesfrchoice of interface within each
port aggregation, then their order is likely togseserved. If they do not follow the same
route, their order may change, resulting in anaftarder packet.

Configuration Measurements
Out of Balance
Run App Num Switch | Server order client client Mbits /
, . MTU .
numb | meth | procs config config packets / xmit recv sec
sec ratio ratio
1 S 8 S-P-u| sd-st J 21283.4 0.5 0.5 2843.3
2
(7.1.1) S 8 s-P-d| sd-st J 21620.2 0.5 0.5 2778.8
3
(7.1.3) s 8 Ss-p-o | sd-st J 1894.9 0.5 0.5 3548.7
4 s 8 s-P-d| sd-st J 22012.4 0.5 0.5 2814.8
5 M-P-
(7.2.1) s 8 d sd - st J 19781.6 0.6 0.6 2689.6
6 s g | M Pl sdost | 2 270.2 00 | 1.0 | 18246
7 M-L-
(7.2.2) s 8 v 8d - st J 264.1 0.0 1.0 1820.5
8 s 8 M-1-0| 8d-st J 271.2 1.0 1.0 1837.9
9 s 8 s-1-0 | 8d-st J 1811.8 0.5 0.5 3603.7
10
(7.1.2) s 8 s-L-v | 8d-st J 1890.3 0.5 0.5 3611.9
11 e 8 s-L-v | 8d-st J 2220.8 0.5 0.5 3874.8
12 e 8 S-p-0| sd-st J 2088.4 0.5 0.5 3883.6

Table9: Measurementsfor test system 2

9.4 Discussion of results

1. With Layer 4 load balancing, traffic was balancetbas both interfaces of the port
aggregation on both send and receive, which cartegtto a high throughput.

2. For test system 1, the highest throughput was ioédavhen the switch load-
balancing policy wasrc_dest_port (Layer 4) and either one of the preferred
combinations of LACP-active-with-8023ad-in-the-paggregation or manual-on-
with-standard-port-aggregation was set. For testesy 2, the highest throughput was
obtained when the load balancing policy wession both and when either the
protocol was set to LACP with port modetive or was overridden using port mode
on. With these settings, maximum throughput was dswtland extremely close to
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the maximum rated capabilities of all the hardwarmponents (2 Gbits/sec
concurrently on each of transmit and receive).

For test system 1, setting the load-balancing pabsrc_dest_ip, (Layer 3), the
default IOS policy, resulted in total imbalanceraiffic in the two interfaces in each
port aggregation, with the exception of the casAgP desirable, where balance
was reasonable but not perfect. For test systesimilar results were obtained when
the load-balancing policy was set to MAC both (La3k the default CatOS policy,
again with the exception &fAgP desirable. Although these are not ideal
configurations, in some cases they might be thedmdgiguration available if it is not
possible to set the switch load-balancing polickager 4. This could be because
either this functionality is not available, or basa although available, it applies to
the entire switch, and other systems connectdaetgame switch might be
incompatible with Layer 4 load-balancing.

Our results on test system 2, in which the switebsuhe CatOS operating system,
show a strong correlation between a high numbeutbf-order packets and a lower
throughput, which is expected. To our surprisegdwenot see the same correlation
on test system 1, in which the switch uses thed@&ating system. For this reason,
out-of-order packets are not shown for test syster®ne possible explanation for
this result is that the correlation betweern-of-order packets and throughput on 10S
is more complex than with CatOS and depends orr atilhown variables; another
possibility is that thent st at tool reported incorrect data about out-of-ordezkess.

For a spreadsheet giving additional informationuttbe configurations and results
discussed in this article, contact the authors.

9.5 Recommendations

1.

2.

Whenever possible, use Layer 4 load-balancing.uieasg that this load-balancing
policy can be used, use LACP with port medgve.

If Layer 4 load-balancing cannot be used becausaefof the reasons outlined in the
preceding section, use the default load-balancotigywith port modePAgP

desirable.

Use of jumbo frames is recommended provided tha&galipment in the LAN or
VLAN supports them. However, as previously disedsst is important to ensure
that the high MTU is set everywhere for jumbo-franse. Enabling jumbo frames in
only some of the relevant interfaces results indothiroughput, but no warning.
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The information contained in this publication i®yided for informational purposes only. While
efforts were made to verify the completeness acdracy of the information contained in this
publication, it is provided AS IS without warrardgfany kind, express or implied. In addition,
this information is based on IBM’s current prodpleins and strategy, which are subject to
change by IBM without notice. IBM shall not be respible for any damages arising out of the
use of, or otherwise related to, this publicatiomy other materials. Nothing contained in this
publication is intended to, nor shall have thedftd, creating any warranties or representations
from IBM or its suppliers or licensors, or alteritige terms and conditions of the applicable
license agreement governing the use of IBM software

References in this publication to IBM products,greoms, or services do not imply that they will
be available in all countries in which IBM operatBsoduct release dates and/or capabilities
referenced in this presentation may change atiargydt IBM’s sole discretion based on market
opportunities or other factors, and are not intertdebe a commitment to future product or
feature availability in any way. Nothing contairiedhese materials is intended to, nor shall have
the effect of, stating or implying that any aciie®t undertaken by you will result in any specific
sales, revenue growth, savings or other results.

Performance is based on measurements and progcisimg standard IBM benchmarks in a
controlled environment. All performance data corgd in this publication was obtained in the
specific operating environment and under the camtdescribed above and is presented as an
illustration only. Performance obtained in othpeting environments may vary and customers
should conduct their own testing. The actual tghqut or performance that any user will
experience will vary depending upon many factarsluding considerations such as the amount
of multiprogramming in the user's job stream, ti@donfiguration, the storage configuration,
and the workload processed. Therefore, no assucancbe given that an individual user will
achieve results similar to those stated here.

The information in this document concerning non-Ipkdéducts was obtained from the
supplier(s) of those products. IBM has not tesigch products and cannot confirm the accuracy
of the performance compatibility or any other clairelated to non-IBM products. Questions
about the capabilities of non-IBM products or seegi should be addressed to the supplier(s) of
those products or services.

Any references in this information to non-IBM Waetes are provided for convenience only and
do not in any manner serve as an endorsement s #veb sites.
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